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 The current injection method played an essential role in the data 
quality of impedance measurement using the electrical impedance 
tomography (EIT) technique. Previous studies have largely utilized 
only a single current injection method with limited interface access, 
which restricts the effectiveness of EIT systems. In this paper, a 
graphical user interface (GUI)-based data acquisition system was 
designed to improve user interaction and optimize the control system. 
The system was equipped with multiple current injection methods, 
allowing researchers to choose which method to use in the 
measurement process. The designed hardware comprises a V-to-I 
converter circuit, multiplexer, electrodes, peak detector, and filter 
circuit. Testing results indicate that the V to I converter circuit has an 
average peak difference between voltage and current of 4.86% and an 
average error of 0.69% in the peak detector circuit. The multiplexer 
circuit switches quickly and consistently, while the filter circuit 
remains stable at the 50 kHz frequency used in this study. These 
results demonstrate that the designed circuits perform adequately and 
effectively, ensuring reliable and accurate measurements.  
Additionally, the data acquisition software, presented as a GUI, 
effectively facilitates the selection of current injection methods and the 
display of boundary data simulation (BDS) on the object. This is 
demonstrated by the spatial inhomogeneity patterns visible through 
BDS in both the adjacent and opposite methods. 
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Introduction 

Fundamentally, imaging techniques involve visual reconstruction based on specific treatments 
and the responses that occur in an object. Imaging is mostly applied in the medical field, which 
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analyzes the body's internal organs. Some of the imaging techniques in the medical field are 
X-ray, magnetic resonance imaging (MRI), and computerized tomography (CT-scan) [1]. 

Electrical impedance tomography (EIT) was developed as an imaging technique to visualize 
an object's internal conductivity distribution. The data acquisition process involves injecting 
an electric current through the object and measuring the potential or voltage around the 
object’s surface [2], [3], [4], [5]. EIT is expected to be a significant competitor in imaging 
methods, especially medical imaging. Up until recently, EITs have been used for several 
applications, such as internal organ monitoring [6], [7], [8], [9], [10], [11], quality control and 
damage detection [12], [13], plant phenotyping [14], body gesture recognition [15], and 
portable health monitor [16]. 

EIT has some advantages, such as low cost, non-ionizing, and non-invasive [17], [18], [19], [20]. 
On the other hand, in terms of image quality and resolution, EIT needs better image quality 
due to its spatial limitations in the sensing process and sensitivity to small changes [21], [22], 
[23]. Moreover, EIT needs a challenging reconstruction algorithm as it is an ill-posed and non-
linear inverse problem [3], [21], [24]. However, researchers made developments to overcome 
those drawbacks, mainly in the reconstruction process [11], [17], [25].  

Several studies have attempted to improve sensitivity and reduce ill-posed conditions by 
increasing the number of electrodes. The number of electrodes has been increased to 32 or even 
more, which has been shown to improve the quality of the data generated [26], [27], [28]. A 
more significant number of electrodes results in better image resolution [21]. However, the use 
of too many electrodes is limited by the spatial conditions of the object [3]. Therefore, another 
widely considered solution was using a variation of the current injection method [29], [30], 
[31]. This solution was widely chosen. In addition to increasing the sensitivity of the 
measurement results, it was also a simpler and more economical option because it did not 
require additional costs, such as increasing the number of electrodes.  

The EIT data acquisition system is divided into hardware and software. The hardware system 
consists of a current source, a multiplexing system, a set of electrodes, a signal conditioning, 
and the data reading instrument [22], [32], [33]. A microcontroller controls the system for 
automated processes, mainly in the multiplexing process and data [12], [19], [34]. The software 
consists of a data acquisition interface and an image reconstruction algorithm. The final data 
generated from the hardware is the boundary potential of the object acquired through the 
electrodes. This potential data is then processed to be displayed visually as an image or BDS. 
The manual data acquisition system certainly reduces measurement accuracy. It slows the EIT 
data acquisition process, while objects often sampled in conductivity measurements using EIT 
experience impedance changes quickly [35], [36]. Hence, an intuitive and effective interface is 
important in EIT data acquisition. 

Most EIT data acquisition processes mainly use only a single current injection method [37], 
[38], [39]. Yet, as previously described, the current injection method greatly affected the 
measurement data quality [40]. In this paper, a graphical user interface (GUI)-based system 
with two current injection methods was designed. The use of GUI provided flexibility for users 
to explore the research further. This system allows users to freely obtain the current and EIT 
data using the best current injection method without different instrumentation adjustments. 
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Current Injection on EIT 

Several studies have proposed approaches to improve measurement sensitivity, including 
increasing the number of electrodes [41], current injection method [42], and current amplitude 
[40], [42]. Theoretically, increasing the number of electrodes is an effective solution because 
more surface potentials are generated to be reconstructed. However, this would result in 
greater complexity in the data acquisition system and prolong the time required for data 
acquisition and image reconstruction. Thus, adjusting the injection method and current value 
is the most efficient choice. This strategy can be optimized without requiring much additional 
cost. 

The frequency range commonly applied to the EIT method is quite wide at 1-100 kHz [5], [40], 
[43], [44], [45]. The dielectric component tends to be neglected in such a wide frequency range. 
This limits the impedance value to the conductivity value involving the resistance component. 
This is acceptable because the current is in a fixed state. If Ω is the domain of the conductivity 
distribution mapping, then based on Maxwell's equations, the potential distribution on the 
object satisfies Laplace's equation with boundary [46].  

 
{
∇⃗⃗ ∙ (𝜎(𝑟 )∇⃗⃗ 𝜙⃗ (𝑟 )) = 0, (𝑟 ) ∈ Ω

𝜎(𝑟 )∇⃗⃗ 𝜙⃗ (𝑟 ) ∙ 𝑛⃗ = 𝐽 , (𝑟 ) 𝜕 ∈ Ω 
 (1) 

In equation (1), 𝜎 is the internal conductivity; 𝜙⃗ (𝑟 )  represents the potential at 𝑟 ; 𝐽  represents 
the injection current density and 𝑛⃗  is the normal direction. Specifically, equation (1) states that 
the divergence of the product between the internal conductivity and the potential gradient is 
zero inside the domain of the conductivity distribution mapping (Ω), meaning there is no 
source inside the object that generates an electric field inside. Explicitly, Equation (1) also 
explains that the potential gradient at the boundary of the object domain is parallel to the 
injection current. This means that the electric potential at the object's surface is directly affected 
by the current injected into the object. It describes the direct interaction between the injection 
current and the object's response to its conductivity distribution. Apart from the theoretical 
aspects, the empirical research results also corroborate the fact that the value of injection 
current also greatly affects the measurement sensitivity as well as the condition of the 
measuring object, as performed by [40], [42], [47]. 

Experimental Method 

Hardware Development 

The instrumentation of the data acquisition system consists of a signal generator, a V to I 
converter, a multiplexer, a circular container, a high pass filter circuit, a peak detector circuit, 
and a microcontroller (Figure 1).  

A signal generator generates sinusoidal signals as an input to the system. We used a signal 
generator from the Feeltech brand, model FY6600. This signal generator uses DDS and can 
generate signals up to 60 MHz. 
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Figure 1. Block diagram design of EIT data acquisition system 

Therefore, in terms of specifications, the signal generator is adequate for this research's use as 
a pulse source. The voltage generated from the signal generator must be converted to current 
before applying since the injection system is amperometric. In this study, we designed the V 
to I converter circuit ourselves. V to I converter circuit testing was performed by providing a 

load resistance of 1 k. The current and voltage on a pure resistive material in the form of a 

resistor certainly have the same phase. With an input voltage of 1 V and a resistance of 1 k, 
an output current of 1 mA is obtained. It can be seen from Figure 2 that the phase of the output 
voltage representing the current has the same phase, which means that the designed V to I 
converter circuit is feasible to apply. Although, based on our calculations, there is an average 
difference of 4.86% between the input and output voltage values, the overall difference is 
relatively small. 

 

Figure 2. Test results of V to I converter circuit 

The output current from the V to I converter circuit is then injected into the object/material 
through 8 electrodes mounted on a circular container made of a 2-inch diameter PVC pipe. 
The current injection is regulated through two multiplexers with a 74HC4051 chip. This chip 
was chosen because of its excellent switching speed and consistency. Figure 3 is the result of 
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testing the multiplexer circuit. Figure 3(a) is the result of testing on the current injection 
electrode, and Figure 3(b) is the result of testing on other electrodes. 

 

Figure 3. Multiplexer test results on (a) injection electrode and (b) other electrodes 

Before being transmitted to the computer, the object's output voltage must be processed first. 
This requires a high pass filter (HPF) and peak detector circuits. HPF plays a role in preventing 
low frequency and DC signals that can be read in the measurement process and can also lead 
to signals that do not fluctuate at zero. Based on the test results (Figure 4), it can be seen that 
the output voltage read is stable in the frequency range of 2 kHz to 62.5 kHz with a voltage 
value of about 2 Vpp (peak-to-peak) and the output voltage at frequencies below 2 kHz is 
attenuated. This HPF circuit is suitable since the frequency used is only a single frequency 
value of 50 kHz.  

 

Figure 4. Frequency response test results on HPF 

The object's signal is an alternating voltage, while the microcontroller can only read positive 
voltage values. Therefore, adding hardware as a peak detector circuit is very important. Figure 
5 shows the test results of the peak detector circuit. It can be seen that the designed circuit can 
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read the peak quite well. Based on our calculations, there is a relatively small error of 0.69% 
on average.  

 
Figure 5. Testing results of peak detector circuit 

After ensuring that all hardware components work properly, the entire circuit/elements are 
assembled. Figure 6 shows a photo of all the hardware used in this research (excluding the 
signal generator and power supply). Essentially, the hardware in this EIT system ensures that 
the signals read and processed by the software are accurate and not noise or aliasing signals. 
The Arduino Mega 2560 microcontroller manages the process control of multiplexing and data 
transmission. This microcontroller board was chosen because it has an adequate number of 
analog input pins, a large flash memory of up to 256 KB, and a high transmission speed. 

 

Figure 6. Hardware of EIT data acquisition system 
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Software Development 

A graphical user interface (GUI) is used as an interaction media between the system and the 
user. In this case, the interaction is used to choose the current injection method and start the 
data acquisition process. The GUI was designed using MATLAB software, which includes a 
package to connect the microcontroller in the instrumentation system with MATLAB (Figure 
7). The current injection methods provided in GUI are the adjacent and opposite methods. 
Acquired boundary potential data will be displayed as a table and visualized as a graph. 
Exporting the acquired data as a spreadsheet file for documentation is also possible. 

 

Figure 7. GUI design 

Data Acquisition 

For the data acquisition process, adjacent (Figure 8(a)) and opposite (Figure 8(b)) current 
injection methods compare the boundary potential data acquired by respective methods. The 
boundary potential value is measured from every electrode, including the current injection 
electrode, with ground as the reference voltage [5], [48], [49].  

Current injection is executed through every adjacent or opposite pair of electrodes, and 
boundary potentials are measured from each electrode according to the current injection 
position and direction. The switching process is handled automatically by the multiplexer, 
which is programmed and controlled from the GUI. 

In this experiment, an alternating current of 1 mA at 50 kHz is used, a common choice among 
EIT researchers [16], [27], [41], [50]. Mineral water was used as the reference liquid and placed 
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in a circular container. Measurements were taken under several conditions. The first 
condition is when no isolator/conductor object is in the container (Figure 9(a)). The data 
obtained under this condition is treated as a reference for comparison. The second condition 
is when the isolator is placed near one of the electrodes, specifically at electrode 3 (Figure 
9(b)). The third condition is when the conductor is placed near one of the electrodes, 
specifically at electrode 7 (Figure 9(c)). The fourth condition is when the isolator and 
conductor are placed inside the container according to their positions in the previous 
condition (Figure 9(d)). It should be noted that the inhomogeneous object should be 
positioned near the inner curved surface, and the mineral water used for each condition 
should be of the same type and source. The obtained boundary potential data were plotted 
with the reference and inhomogeneous data stacked in the same graph. The data is expected 
to show the inhomogeneity pattern according to the position of the inhomogeneous 
isolator/conductor inside the container. 

            

                                               (a)                                                                          (b)  

Figure 8. Current injection illustration of (a) adjacent method and (b) opposite method 

 
                       (a)                                      (b)                                        (c)                                       (d)  

Figure 9. Measurement configuration with conditions (a) no isolator or conductor, (b) isolator placed 
near electrode 3, (c) conductor placed near electrode 7, and (d) isolator and conductor placed together. 

Result and Discussion 

The boundary potential data is acquired using the designed GUI system with 64 data points 
for each current injection method in each condition. Figures 10(a) and 10(b) show the 
boundary potential value measured in the first condition using adjacent and opposite 
methods, which becomes the reference data. The pattern that emerged every 8 measurement 
positions represents the boundary potential value for each iteration of the current injection 
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method. It can be seen that the value varies between the maximum and the minimum 
potential value. Based on the physics principle, an electric current flows from a higher electric 
potential point to a lower one. The graph shows that for every injection point and ground 
point electrode, its potential value reaches the maximum and the minimum. In contrast, the 
other electrodes have different potential values according to their position relative to the 
injection and ground point electrodes. However, some potential value differences in several 
measurement positions might be caused by a slight error in the electrode's symmetrical 
position or the condition of the electrode itself. Based on our calculations, we obtained a 
standard deviation of 0.0175 for the adjacent method, while for the opposite process, it was 
0.0200. These standard deviation values are relatively small, so the difference in potential 
values at each electrode position can be neglected. 

 
(a) 

 
(b) 

Figure 10. Boundary potential of mineral water using (a) adjacent method and (b) opposite method 
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Following acquiring reference data, an isolator is placed inside the container, specifically 
positioned in front of electrode 3. Then, the whole data acquisition process is run from the 
GUI. Figures 11(a) and 11(b) show the boundary potential value acquired compared to the 
reference data using the two current injection methods.  

 

 
(a) 

 

 

 
(b) 

Figure 11. Boundary potential value with isolator using (a) adjacent and (b) opposite method 
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Based on the graph, an inhomogeneity pattern can be seen as a potential value drop and rise. 
In Figure 11(a), a potential rise occurred at the second electrode (one electrode before the 
object) by 0.1840 volts, and a potential drop occurred at the third electrode by 0.1391 volts. In 
Figure 11(b), a potential drop occurs at the third electrode by 0.0946 volts, and a potential rise 
occurs at the seventh electrode (opposite electrode from the object) by 0.1312 volts. When 
comparing the two current injection methods, each result shows a unique pattern 
representing inhomogeneity in the container. The voltage drop and rise are caused by the 
tendency of electrical currents to flow through a lower resistance path. When an 
inhomogeneous object is placed in the container, it causes a change in the resistivity 
distribution of the container, which causes the current to flow in a different direction and 
affects the potential value inside the container. In this case, current flows more through the 
solute and deflects from the isolator. 

After the isolator data has been acquired, the isolator object is removed from the container, 
and a conductor object is placed in the container instead, specifically in front of electrode 7. 
Then, the whole data acquisition process is run from GUI. Figures 12(a) and 12(b) show the 
boundary potential value acquired compared to the reference data using the two current 
injection methods. Based on the graph, an inhomogeneity pattern can also be seen as a 
potential value drop and rise. In Figure 12(a), a potential drop occurs at the sixth electrode 
(one electrode before the object) by 0.2030 volts and a potential increase at the seventh 
electrode by 0.1444 volts. In Figure 12(b), a potential drop occurs at the third electrode by 
0.1914 volts (opposite electrode from the object), and a potential rise occurs at the seventh 
electrode by 0.1606 volts. 

When compared between the two current injection methods, each result shows a unique 
pattern representing inhomogeneity in the container. However, the result from the opposite 
injection method might be an issue. The pattern shown in Figure 12(b), which represents the 
inhomogeneity object at electrode 7, is coincidentally like the pattern shown in Figure 11(b), 
which represents the inhomogeneity object at electrode 3. This may be caused by the 
positioning of both objects, which are opposite. This issue is confusing when determining 
whether the inhomogeneity is an isolator or a conductor. 

The final experiment to investigate the performance of the designed data acquisition system 
involved placing the isolator and conductor together. The isolator was placed near electrode 
3, while the conductor was near electrode 7. The results are shown in Figure 13. 
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(a) 

 

(b) 

      Figure 12. Boundary potential value with conductor using (a) adjacent and (b) opposite method 
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(a) 

 
(b) 

Figure 13. Boundary potential with isolator and conductor using (a) adjacent and (b) opposite method 

According to the graph in Figure 13, the inhomogeneity pattern was a combination of the 
influence of objects such as isolators and conductors with values relative to the reference 
mineral water.  In the adjacent current injection method (Figure 13(a)), the inhomogeneity 
pattern is seen during the current injection process at electrode 2 and electrode 3 
(measurement positions 9-16 and 17-24) for the isolator and at electrode 6 and electrode 7 
(measurement positions 41-48 and 49-56) for conductor objects. Each pattern has the same 
shape as when the objects are placed individually. When current is injected through electrode 
2 and electrode 7, there is an increase in the boundary potential value with an average increase 
value of 0.1672 volts and 0.1290 volts, respectively. When the current injection is done through 
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electrode 3 and electrode 6, there is a decrease in the value of the limit potential with an 
average decrease value of 0.1387 volts and 0.2010 volts, respectively.  

In the opposite injection method (Figure 13(b)), the inhomogeneity pattern becomes apparent 
only during the current injection at electrodes 3 and 7 (measurement positions 9-16 and 49-
56). This similarity arises because the inhomogeneity patterns for the isolator and conductor 
appear alike, leading to a combined pattern that looks the same. However, when both objects 
are placed together, the measured boundary potential values during current injection at 
electrode 3 and electrode 7 combine the values when each object is placed individually. 
Therefore, the measured values are higher or lower than the potential values when the objects 
are placed separately. When current is injected through electrode 3, the limit potential value 
decreases by 0.2953 volts. Conversely, when current is injected through electrode 7, the limit 
potential value increases by 0.3158 volts. In the opposite injection method (Figure 13(b)), the 
inhomogeneity pattern is only noticeable during the current injection process at electrodes 3 
and 7 (measurement positions 9-16 and 49-56). This occurs because the inhomogeneity 
patterns for the isolator and conductor appear similar, resulting in a combined pattern that 
looks the same. However, when both objects are placed together, the boundary potential 
values measured during current injection at electrodes 3 and 7 combine the values when each 
object is placed individually. As a result, the measured values are either higher or lower than 
the potential values observed when the objects are placed separately. Specifically, injecting 
current through electrode 3 reduces the boundary potential value by 0.2953 volts, while 
injecting current through electrode 7 causes an increase of 0.3158 volts. At this point, the 
adjacent method provides better results in revealing the inhomogeneity pattern, showing 
distinct patterns for the isolator and conductor. Additionally, the adjacent method allows for 
identifying different inhomogeneous objects at various positions within the container.  

In this research, boundary potential analysis only represented the presence of 
inhomogeneous objects based on the increase and decrease of potential. This analysis could 
not specifically show the exact conductivity distribution value. Such values can only be 
obtained after the image reconstruction process through conductivity distribution images in 
units of Siemens per meter (S/m). This reconstruction process usually requires specialized 
software such as EIDORS or pyEIT. 

Conclusion 

The developed GUI-based data acquisition system worked as intended and supported the 
two current injection methods well.  

The designed hardware, which includes a V-to-I converter circuit, multiplexer, electrodes, 
peak detector, and filter circuit, demonstrated satisfactory performance in testing. The V to I 
converter circuit exhibited an average peak difference between voltage and current of 4.86%, 
and the peak detector circuit showed an average error of 0.69%. The multiplexer circuit 
consistently switched quickly, and the filter circuit maintained stability in the frequency 
range of 2 kHz to 62.5 kHz. The data acquisition system in the form of a GUI has been 
functioning well, as indicated by its ability to display changes in potential distribution when 
objects such as conductors or insulators are placed, both with the adjacent method and the 
opposite method. A comparison between the two methods shows that the adjacent method is 
a better current injection method for showing inhomogeneous patterns on the boundary 
potential graph. However, it should be noted that this study only used eight electrodes and 
simple, inexpensive instrumentation. The data acquisition system has worked adequately, 
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although the non-uniformity is only visible in graphs relative to mineral water. Therefore, 
this GUI-based data acquisition system has the potential to be further developed for image 
reconstruction. 
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