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 This study aims to classify the Drought Code in North Sumatra. 
Drought Code is part of Fire Danger Rating System (FDRS) developed 
in Canada. One of the sub-systems of FDRS is Fire Weather Index 
(FWI) that aims to evaluate fire hazards from current and past weather 
conditions. Drought Code is classified by using Support Vector 
Machine. Support Vector Machine is widely used in the data 
classification process. One of the advantages of Support Vector 
Machine methods is it has ability in classifying large amount of data 
and classifying more than two classes or multi-classes.  Weather 
parameters used in this study are rainfall and temperature in North 
Sumatra. The data used are from 8 (eight) meteorological observation 
stations in North Sumatra from 2017 to 2021. Drought Code is carried 
out with several tests using several kernels contained in SVM. 
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Introduction 

Drought Code (DC) is one of the parameters of the Fire Weather Index. The Fire Weather Index 
(FWI) is one of the subsystems of the Fire Danger Rating System (FDRS) which was first 
developed in Canada [1]. FWI aims to evaluate the fire hazard from current and past weather 
conditions [2]. The FWI system depends on weather factors consisting of air temperature, 
relative humidity, rainfall and wind speed. FWI includes three humidity codes namely Fine 
Fuel Moisture Code (FFMC), Drought Moisture Code (DMC), Drought Code (DC). FWI 

mailto:poltak@usu.ac.id
mailto:dewi90kartika@gmail.com


   P-ISSN: 2615-1278, E-ISSN: 2614-7904 

52 
 

produces three output indexes, namely Initial Spread Index (ISI), Build Up Index (BUI) and 
Fire Weather Index (FWI) [3]. The FWI structure can be seen in Figure 1. 
 

 
Figure 1. Fire Weather Index Structure 

 
DC is a numerical level of water content contained in the organic layer below the soil surface. 
DC is used as an indicator of the level of potential ease of occurrence of forest fires in terms of 
weather parameters [4]. The highest DC ratings occur more frequently in peatland fires. DC 
represents the water content of dense organic soil with a medium depth of about 18 cm [5]. n 
determining the DC value requires two weather parameters, namely rainfall and air 
temperature. DC has four class classifications namely low, moderate, high and extreme [6]. 
Classification is a technique in the field of data mining that is used in making predictive 
models to produce new data [7]. The Support Vector Machine (SVM) method developed by 
Boser, Guyon, and Vapnik can be used to classify DC ratings.  

SVM calculations focus on how to find the best hyperplane of two or more classes. Margin is 
the distance between the hyperplane and the closest data to each class. The nearest data is 
referred to as a support vector. SVM has advantages in linear and nonlinear classification 
problems [8]. In the Linear SVM classifier problem used on data that can be separated linearly 
or can be classified into two classes using a single straight line [9]. Whereas in nonlinear 
classification problems the data cannot be separated using a single straight line, so SVM 
requires a kernel to carry out the classification [10]. SVM kernel types are Linear, Polynomial, 
Sigmoid and Radial Basis Function (RBF) [11]. 

The application of the SVM method in the DC classification in North Sumatra can produce the 
best SVM model, in which DC classification predictions can be made using the SVM model. 
SVM model accuracy is calculated based on training data and test data. The best SVM model 
in predicting DC classification, can be used as an early warning to the public to be more 
vigilant at locations that have a high DC rating or in a high to extreme class classification. 
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Method 

Data used 

The data used was obtained from a data request at the Medan BMKG, namely rainfall and air 
temperature from January 2017 to December 2021. The data used was 14.068 data. The 
following is a list of observation stations used in this study which can be seen in Table 1. 

  
Table 1. List of Observation Stations 

No Station Name Code 

1 BMKG Medan bw1 

2 Kualanamu Meteorological Station  kno 

3 Deli Serdang Geophysical Station tsi 

4 Belawan Marine Meteorological Station blw 

5 Deli Serdang Climatology Station kds 

6 Aek Godang Meteorological Station agd 

7 F.L Tobing Meteorological Station sba 

8 Binaka Gunungsitoli Meteorological 
Station 

gsi 

  

The observation station used is an observation station located in North Sumatra. North 
Sumatra Province is located at 1° - 4° North Latitude and 98° - 100° East Longitude. The land 
area of North Sumatra Province is 72,981.23 km². In North Sumatra, each region has a 
different topography, so it has different weather conditions [12]. Each observation station 
represents the area being researched, such as bw1 station representing urban areas, blw and 
kno stations representing east coast areas, tsi stations representing highland areas, sba 
stations representing west coast areas, gsi stations representing nias islands, kds stations 
representing plains areas low and agd stations represent relatively mountainous and steep 
areas.  

Rainfall and air temperature data that have been collected will be calculated using the basic 
DC calculation [13]. The following equation is used to get the DC value. 

 

0.83* 1.27Rd ro= −        (1)  

800exp
400

Do
Qo

− 
=  

 
       (2) 
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Description : 

ro   : accumulated rainfall in one day, where ro > 2,8 

Rd  : effective rainfall 

D0/DT : previous day’s DC 

Q0  : moisture equivalent of previous days’s DC 

Qr  : moisture equivalent after rain 

Lf   : adjusted day length 

V   : evapotranspiration 

T  : air temperature 

DC  : drought code value  

 
Lf (adjusted day length) value is different for each observation station. Lf value is calculated 
from the monthly mean value of evapotranspiration and the monthly average value of the 
maximum air temperature. Lf value of the observation station used in this study can be seen 
in Table 2. 

Table 2. Lf Value of Observation Station 

Month SBA BW1 BLW GSI TSI KDS AGD KNO 

January 4,0 2,2 2,8 4,1 2,2 3,2 4,3 3,6 

February 4,0 2,7 2,8 4,0 2,5 3,4 4,7 4,2 

March 4,2 2,4 3,1 4,3 2,6 3,3 5,0 4,1 

April 4,0 2,3 2,5 3,8 2,9 3,1 4,7 3,8 

May 4,0 2,1 2,7 3,4 2,1 3,0 4,5 3,7 

June 3,9 2,3 2,6 3,8 2,1 3,6 5,1 3,8 

July 4,2 2,4 2,8 4,3 2,3 4,0 5,5 4,2 

August 3,7 2,2 2,6 4,2 2,3 3,7 5,2 4,0 

September 4,0 1,8 2,2 4,0 2,3 3,9 4,6 3,8 

October 3,7 2,2 2,4 4,0 2,0 3,5 5,3 3,8 

November 4,3 2,0 2,3 3,2 2,3 3,2 4,5 3,7 

December 4,0 2,4 2,5 4,0 2,3 3,1 4,3 3,8 

 
The basic calculation of DC using equations 1 to 6 will produce a DC value. The DC value is 
classified according to the class based on the DC value obtained. Class classification in DC can 
be seen in Table 3. 

Table 3. DC Class Classification 

Class Range Description 

Low < 200 Wet conditions, smoke haze does not occur. 

Moderate 200 – 300 
Under normal conditions, combustion 
should be monitored. 

High 300 – 400 
In peak dry season conditions, burning 
should be monitored. 

Extreme >400 
Drought hazard conditions, burning 
completely prohibited, potential for haze. 
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Proposed model of Support Vector Machine (SVM) 

This study uses the SVM method with nonlinear classification, so it uses kernels such as linear, 
polynomial, sigmoid and RBF kernels so as to get the best SVM model. The commonly used 
kernel functions is stated in Table 4: 

 
Table 4. SVM Kernels 

Kernel Formula 

Linear K (x i , x j ) = x i T x j 

Polynomial K (x i , x j ) = (γ x i T x j + r) d , > 0 

Radial Basis Radial (RBF) K (x i , x j ) = exp ( -γ ‖x i - x j 2 , > 0 

Sigmoid K (x i , x j ) = tanh (γ x i T x j + r) 

 

Linear kernels are usually used in linear data classification which is a simple kernel function, 
polynomial kernels are used in classifications which usually have normalized training 
datasets, sigmoid kernels are generally used for neural networks and radial basis function (rbf) 
kernels are used in mapping samples into high dimensions. Testing the SVM method uses 
training data and test data, then calculates the accuracy value of the SVM method. The 
evaluation used in the SVM method is accuracy, precision, and recall using the confusion 
matrix [14]. The range of accuracy, precision and recall in terms of values is from 1 to 100%. 
Here are the equations for calculating accuracy, precision and recall. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
x 100%  ( 7)  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
x 100%  ( 8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
x 100%  ( 9) 

 
Description: 
TP : True Positive 
FP : False Positive 
FN : False Negative 
TN: True Negative 

 

Result and Discussion 

According to basic calculation of Drought Code, the weather parameters used are rainfall and 

air temperature will produce the Drought Code value along with its category classification in 

csv form Table 5 is the result of the DC calculation. 
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Table 5. The result of the DC calculation 

 

 

 

The results of these calculations are used as test data with the kernel contained in SVM, namely 

linear, polynomial, sigmoid and also RBF. The testing process is divided into 3 division models 

for training data and testing data. With the aim of knowing the best model that produces the 

best accuracy, precision and recall values. Before conducting the test, the data is divided into 

two parts, namely training data and testing data. training data is used to train and develop the 

model and also compare the performance of different models such as using the kernel on SVM. 

If data testing is used to check whether the model used is working correctly. Model testing is 

done by dividing the training data by 80% and testing data by 20%. then carry out tests with 

70% training data and 30% testing data and finally carry out tests by separating 60% training 

data and 40% testing data. Table 6 shows the results of the accuracy of testing the SVM model 

with several kernels and the data distribution used. 

 

 

 

 

year mth day temp prcp dc category 

2017 1 1 26 51 13 low 

2017 1 2 26 49 13 low 

2017 1 3 25 54 13 low 

2017 1 4 25 63 14 low 

2017 1 5 25 33 15 low 

2017 1 6 25 12 15 low 

2017 1 7 24 58 13 low 

2017 1 8 26 0 12 low 

2017 1 9 26 0 10 low 

2017 1 10 26 0 11 low 

2017 1 11 26 0 9 low 

2017 1 12 26 11 10 low 

2017 1 13 26 15 12 low 

2017 1 14 27 1 15 low 

2017 1 15 25 2 16 low 

2017 1 16 25 0 23 low 

2017 1 17 26 0 23 low 

2017 1 18 27 2 22 low 

2017 1 19 23 35 29 low 

2017 1 20 25 3 28 low 

       

       

2021 12 30 26 0 197 Low 

2021 12 31 25 1 200 Moderate 
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Table 6. SVM Kernel Accuracy Value 

 Kernel Linear Polynomial Sigmoid RBF 

80% training data and 
20% testing data 

100% 99% 90% 98% 

70% training data and 
30% testing data 

100% 98% 90% 98% 

60% training data and 
40% testing data 

100% 98% 88% 98% 

 

Table 6 shows the percentage of accuracy values by testing several kernels on SVM. The linear 

kernel is constantly has accuracy value of 100%. This explains that the linear kernel can 

perform data distribution well during the data mapping process. While in the polynomial, 

sigmoid and RBF kernels, there is variety in the accuracy value according to the data split. 

Evaluation of the SVM model also calculates the precision and recall values of each test. The 

values of precision and recall assessed in each category of DC are shown in Figure 2 and Figure 

3. 

   
 

Figure 2. Precision Value Chart 
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Figure 3. Recall Value Chart 

 

After obtaining the accuracy value by dividing the SVM model, it can be seen in Figure 2 and 
Figure 3 that the precision and recall values using the linear kernel have a value of 100%. This 
shows that solving problems in the data classification process in this study is very good using 
linear kernels compared to sigmoid kernels. sigmoid kernel is not suitable for use in DC 
classification because sigmoid kernel is usually used in artificial neural network problems. 

 

Conclusion 

The DC classification in this study was carried out in North Sumatra by adjusting the corrected 

day length values at each meteorological observation station and conducting tests with the 

SVM kernel. From the results of the tests that carried out with the distribution of 80% training 

data : 20% testing data, 70% training data : 30% testing data, and 60% training data : 40% testing 

data, the highest accuracy results are using the linear kernel and the lowest is the sigmoid 

kernel. The value of precision and recall by performing tests, the highest value in each category 

uses a linear kernel (100%), while the value of precision and recall using the sigmoid kernel in 

the high category is 0%. The results of the highest accuracy, precision and recall are in the 

linear kernel, because the data used in the test is already separated linearly or already has a 

relationship between one variable and another. While the results of accuracy, precision and 

recall on the sigmoid kernel are lower, because the sigmoid calculation concept is the 

hyperbolic tangent which is not quite right for the data being tested. 
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